## TECHNICAL NOTES AND SHORT PAPERS

## Characteristic Exponents of Mathieu Functions

By T. Tamir

The study of the properties and solutions of the Mathieu second-order differential equation has been very extensive in the last decades, due to the special interest presented by physical problems involving periodic media and problems separable in elliptic coordinate systems, [1], [2]. The purely periodic solutions of the Mathieu equation have been extensively tabulated with high accuracies over large ranges of the parameters involved [3], [4].

On the other hand, numerical tables for the non-periodic Floquet-type solutions are scarce [5], [6], [7]; in addition, the increments between two successive tabulated values are relatively large for some of these tables and the accuracy is relatively low in the other tables. Consequently, the applicability of the available data is rather limited.

The regions of "stable" solutions of the Mathieu equation are of particular interest in applications involving the wave equation with periodic boundary conditions, since these regions correspond to the propagating waves in the corresponding media. The first three regions of stable solutions were tabulated with this type of problem in mind, the numerical results being given in Tables I, II, and III.

The canonical form of the Mathieu equation considered is given by

$$
\begin{equation*}
y^{\prime \prime}+(p-2 q \cos 2 z) y=0 \tag{1}
\end{equation*}
$$

with $p$ and $q$ real. Every non-periodic solution of (1) is a linear combination of two linearly independent Floquet-type solutions of the form

$$
\begin{equation*}
y=e^{i v z} P(z) \tag{2}
\end{equation*}
$$

where $P(z)$ is a periodic function of $z$, and $\nu$ is the so-called cbaracteristic exponent. This exponent is a function of the parameters $p$ and $q$ only. When $\nu$ is real, the solutions (2) are called "stable" since they are uniformly bounded for all real $z$; then $\nu=f(p, q)$ may be chosen to be single-valued. ( $N o t e$ : In the tables and curves shown here, $\nu$ is not reduced to $0 \leqq \nu \leqq 1$ as is usually done, but its actual value is taken, thus defining the particular stable region it represents.)

It is shown in the references that all values of $\nu$ are solutions of the continued fraction equation

$$
\begin{equation*}
D_{0}=\frac{1 \mid}{D_{1}}-\frac{1 \mid}{\mid D_{2}}-\frac{1 \mid}{\mid D_{3}}-\cdots+\frac{1 \mid}{D_{-1}}-\frac{1 \mid}{\mid D_{-2}}-\frac{1 \mid}{\mid D_{-3}}-\cdots \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{m}=\frac{(2 m+\nu)^{2}-p}{q}, \quad(m=0, \pm 1, \pm 2 \cdots) \tag{4}
\end{equation*}
$$
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For computation purposes, it is convenient to define

$$
\begin{equation*}
x=\nu^{2}-p \tag{5}
\end{equation*}
$$

so that equation (3) will take the form

$$
\begin{align*}
& x=\frac{q^{2}}{4(1+\nu)+x}-\frac{q^{2} \mid}{\mid 8(2+\nu)+x}-\cdots-\frac{q^{2}}{\mid 4 n(n+\nu)+x}-\cdots \\
& +\frac{q^{2}}{4(1-\nu)+x}-\frac{q^{2}}{\mid 8(2-\nu)+x}-\cdots-\frac{q^{2}}{\mid 4 n(n-\nu)+x}-\cdots  \tag{6}\\
& \quad(n=1,2,3, \cdots)
\end{align*}
$$

The continued fractions are convergent since they satisfy the convergence test [2] which requires that $\left|D_{n}\right| \geqq 2$ for $n>N$, where $N$ is a finite integer.

To find the roots of equation (6), it is noted that this equation is already expressed in a suitable form for solution by means of an iteration process, with $x$ regarded as the unknown. Taking $q$ and $\nu$ as variable parameters, such an iteration procedure was programmed on a computer which obtained $p$ with an accuracy of $10^{-5}$. As is proved in the Appendix, the iteration process converges in an alternating fashion, i.e., the exact result always lies between the values obtained by two successive iterations; hence, the iteration process must be carried out only until the difference between two successive results is less than the maximum desired deviation.

It was also noted that the number of iterations required to solve equation (6) was extremely large for a large range of parameters if a simple iteration procedure was used. This was due to a very slow convergence of the iteration process in some regions of $q$ and $\nu$. To improve this situation, the computer was programmed to differentiate between two cases:
a) "Fast" convergence: $x_{n+1}^{\prime}$ contained within the interval $\left(x_{n}, x_{n+2}\right)$,
b) "Slow" convergence: $x_{n+1}^{\prime}$ outside the interval ( $x_{n}, x_{n+2}$ ), where $x_{n+1}$ is the result of the $n$th iteration, using $x_{n}$ as the trial value; $x_{n+1}^{\prime}$ is the arithmetic mean of $x_{n+1}$ and $x_{n}$.

After using the test to determine whether the convergence is "fast" or "slow," as defined above, the computer used either $x_{n+2}$ or $x_{n+2}^{\prime}$, respectively, as the next trial value for the $n+2$ iteration. This procedure reduced the number of iterations required from more than a thousand to less than twenty for the most slowly converging cases.

The results thus obtained are given in the appended tables, while Figure 1 shows these values plotted in the $p-q$ plane. Note that, for greater clarity, $P= \pm \sqrt{\sqrt{|p|}}$ rather than $p$ is plotted in the figure. Thus $p=P^{2}$ if $P \geqq 0 ; p=-P^{2}$ if $P<0$.

Appendix. It is shown below that an iteration process based on equation (6), if converging, will do so in an alternating manner; i.e., the value of the exact solution always lies between the values of the results of any two successive iterations.

The iteration process may be written in the form

$$
x_{n+1}=R_{0}^{+}\left(x_{n}\right)+R_{0}^{-}\left(x_{n}\right)
$$



Fig. 1-Curves of $q$ vs $P$ for constant values of $\nu$. The values of $\nu$ pertaining to each curve are given directly by the interceptions with the $P$ axis. $p=P^{2}$ if $P \geqq 0 ; p=-P^{2}$ if $P<0$.
where

$$
\left.R_{0}^{ \pm}\left(x_{n}\right)=\frac{1}{a_{0}^{ \pm} x_{n}+b_{0}^{ \pm}}-\frac{1}{\mid a_{1}^{ \pm} x_{n}+b_{1}^{ \pm}} \right\rvert\,-\cdots-\frac{1}{\mid a_{m}^{ \pm} x_{n}+b_{m}^{ \pm}}-\cdots
$$

Then

$$
R_{m}^{ \pm}\left(x_{n}\right)=\frac{1}{a_{m}{ }^{ \pm} x_{n}+b_{m}{ }^{ \pm}}-\frac{1}{\mid a_{m+1}^{ \pm} x_{n}+b_{m+1}^{ \pm}}-\cdots
$$

is a "remainder" function or the "tail" of a continued fraction after the first $m$ terms have been omitted.
Disregarding the $\pm$ sign, we have

$$
R_{0}\left(x_{n}\right)=\frac{1}{a_{0} x_{n}+b_{0}-R_{1}\left(x_{n}\right)}
$$

Differentiating with respect to $x_{n}$, we obtain

$$
R_{0}{ }^{\prime}\left(x_{n}\right)=-\frac{a_{0}-R_{1}^{\prime}\left(x_{n}\right)}{\left[a_{1} x_{n}+b_{1}-R_{1}\left(x_{n}\right)\right]^{2}}=-R_{0}^{2}\left[a_{0}-R_{1}^{\prime}\left(x_{n}\right)\right]
$$

Noting that $R_{m}\left(x_{n}\right)$ has the same functional form as $R_{0}\left(x_{n}\right)$, one finds

$$
R_{0}^{\prime}\left(x_{n}\right)=-\left[a_{0} R_{0}^{2}+a_{1}\left(R_{0} R_{1}\right)^{2}+a_{2}\left(R_{0} R_{1} R_{2}\right)^{2}+\cdots\right]
$$

In the case considered, $a_{m}=\frac{1}{q^{2}}$ or 1 ; hence $a_{m}>0 . R_{m}\left(x_{n}\right) \rightarrow 0$ as $m \rightarrow \infty$ so that $R_{0}{ }^{\prime}\left(x_{n}\right)$ has a finite negative value for any finite $x_{n}$. Consequently, the derivative of $x_{n+1}$ is finite and negative so that the iteration process based on equation (6), if convergent, will converge in an alternating fashion.
Values of $p=f(q, \nu)$ for the first "stable" region (area between be ${ }_{0}$ and $b_{1}$ of Reference 3, $p$. xliv).

| $q$ | $\nu$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
| 0.1 | -0.00500 | 0.00496 | 0.03480 | 0.08451 | 0.15406 | 0.24335 | 0.35222 | 0.48026 | 0.62631 | 0.78509 | 0.89877 |
| 0.2 | -0.01991 | -0.01011 | 0.01927 | 0.06815 | 0.13636 | 0.22359 | 0.32920 | 0.45175 | 0.58734 | 0.72206 | 0.79512 |
| 0.3 | -0.04457 | -0.03500 | -0.00637 | 0.04117 | 0.10727 | 0.19126 | 0.29186 | 0.40633 | 0.52799 | 0.63820 | 0.68917 |
| 0.4 | -0.07865 | -0.06940 | -0.04175 | 0.00402 | 0.06734 | 0.14718 | 0.24155 | 0.34648 | 0.45341 | 0.54317 | 0.58098 |
| 0.5 | -0.12177 | -0.11290 | -0.08644 | -0.04278 | 0.01729 | 0.09234 | 0.17975 | 0.27468 | 0.36770 | 0.44136 | 0.47065 |
| 0.6 | -0.17344 | -0.16501 | -0.13988 | -0.09857 | -0.04209 | 0.02780 | 0.10800 | 0.19312 | 0.27376 | 0.33485 | 0.35827 |
| 0.7 | -0.23317 | -0.22520 | -0.20150 | -0.16270 | -0.10997 | -0.04538 | 0.02768 | 0.10361 | 0.17351 | 0.22476 | 0.24391 |
| 0.8 | -0.30039 | -0.29291 | -0.27070 | -0.23447 | -0.18556 | -0.12621 | -0.05999 | 0.00756 | 0.06830 | 0.11171 | 0.12766 |
| 0.9 | -0.37456 | $-0.36758$ | -0.34686 | -0.31321 | -0.26806 | -0.21377 | -0.15396 | -0.09393 | -0.04099 | -0.00388 | 0.00958 |
| 1.0 | -0.45514 | -0.44864 | -0.42941 | -0.39829 | -0.35678 | -0.30729 | -0.25336 | -0.20001 | -0.15371 | -0.12174 | -0.11025 |
| 1.1 | -0.54159 | -0.53557 | -0.51779 | -0.48910 | -0.45105 | -0.40604 | -0.35749 | -0.31003 | -0.26938 | -0.24165 | -0.23175 |
| 1.2 | -0.63343 | -0.62787 | $-0.61147$ | -0.58510 | -0.55031 | $-0.50943$ | -0.46574 | -0.42347 | -0.38766 | -0.36346 | -0.35487 |
| 1.3 | -0.73020 | $-0.72507$ | -0.70998 | -0.68580 | -0.65404 | -0.61695 | -0.57762 | -0.53992 | -0.50827 | -0.48703 | -0.47954 |
| 1.4 | -0.83145 | -0.82674 | -0.81289 | -0.79074 | -0.76178 | -0.72816 | -0.69274 | -0.65905 | -0.63098 | -0.61227 | -0.60569 |
| 1.5 | -0.93682 | -0.93249 | -0.91979 | -0.89953 | -0.87315 | -0.84267 | -0.81076 | -0.78059 | -0.75563 | -0.73907 | -0.73327 |
| 1.6 | -1.04594 | -1.04197 | $-1.03033$ | -1.01182 | -0.98779 | -0.96016 | -0.93138 | -0.90433 | -0.88206 | -0.86736 | -0.86221 |
| 1.7 | -1.15848 | -1.15485 | $-1.14420$ | -1.12729 | -1.10541 | $-1.08035$ | -1.05437 | $-1.03007$ | $-1.01016$ | -0.99705 | -0.99248 |
| 1.8 | -1.27417 | $-1.27084$ | $-1.26110$ | -1.24566 | -1.22574 | $-1.20300$ | $-1.17952$ | -1.15765 | $-1.13980$ | -1.12809 | -1.12401 |
| 1.9 | -1.39274 | $-1.38970$ | -1.38078 | -1.36669 | -1.34854 | $-1.32790$ | $-1.30665$ | -1.28694 | $-1.27090$ | -1.26041 | -1.25676 |
| 2.0 | -1.51396 | $-1.51117$ | $-1.50302$ | $-1.49015$ | -1.47361 | -1.45485 | $-1.43562$ | -1.41782 | $-1.40338$ | $-1.39395$ | -1.39068 |
| 2.1 | -1.63761 | -1.63506 | -1.62760 | -1.61585 | -1.60078 | $-1.58372$ | -1.56627 | -1.55018 | -1.53715 | -1.52867 | $-1.52572$ |
| 2.2 | -1.76351 | -1.76117 | -1.75436 | -1.74361 | -1.72988 | -1.71435 | -1.69851 | -1.68393 | -1.67216 | -1.66450 | $-1.66185$ |
| 2.3 | -1.89149 | -1.88934 | -1.88311 | -1.87329 | -1.86076 | -1.84662 | $-1.83221$ | -1.81899 | -1.80834 | -1.80142 | -1.79902 |
| 2.4 | -2.02139 | -2.01943 | -2.01372 | -2.00474 | -1.99329 | -1.98040 | $-1.96730$ | -1.95529 | $-1.94563$ | $-1.93936$ | -1.93719 |
| 2.5 | -2.15308 | -2.15129 | -2.14606 | $-2.13785$ | -2.12737 | -2.11562 | -2.10368 | -2.09276 | -2.08399 | -2.07830 | -2.07633 |

Values of $p=f(q, \nu)$ for the second "stable" region (area between be $e_{1}$ and $b o_{2}$ of Reference 3, $p$. xliv).
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Values of $\boldsymbol{p}=f(q, \nu)$ for the third "stable" region (area between be ${ }_{2}$ and bo $o_{3}$ of Reference 3, $p$. xliv).


No absolute convergence proof was found for the iteration process itself; on the other hand, no convergence instabilities were experienced in the actual computation for the range of parameters that was tabulated.
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# An Algorithm for Solving Certain Polynomial Equations with Coefficient Parameters 

By Robert D. Stalley

1. Introduction and General Method. We describe a storage-saving procedure that can be used in real time simulation or other situations in which the roots of an equation of the form

$$
\begin{align*}
\sum_{j=0}^{n} F_{j}\left(x_{1}, x_{2}, \cdots, x_{m}\right) y^{e_{i}}=0, \quad m \geqq 2, \quad 0 \leqq & e_{0} \leqq e_{1} \leqq \cdots \leqq e_{n}  \tag{1}\\
& e_{j} \operatorname{integral}(j=0,1, \cdots, n)
\end{align*}
$$

must be obtained within severe time limits, i.e., from storage, for values of the coefficient parameter $m$-tuple ( $x_{1}, x_{2}, \cdots, x_{m}$ ) from some given set. The exponents $e_{j}$ are defined so as to be monotonically increasing rather than strictly increasing for later notational convenience.

Suppose there exist relations

$$
\begin{equation*}
u_{i}=\varphi_{i}\left(x_{1}, x_{2}, \cdots, x_{m}\right), \quad(i=\mu, \mu+1, \cdots, m), \quad 2 \leqq \mu \leqq m \tag{2}
\end{equation*}
$$
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